1. Introduction. We congratulate the authors for their interesting papers on boosting and related topics. Jiang deals with the asymptotic consistency of AdaBoost. Lugosi and Vayatis study the convex optimization of loss functions associated with boosting. Zhang studies the loss functions themselves. Their results imply that boosting-like methods can reasonably be expected to converge to Bayes classifiers under sufficient regularity conditions (such as the requirement that trees with at least $p + 1$ terminal nodes are used, where $p$ is the number of variables in the model). An interesting feature of their results is that whenever data-based optimization is performed, some form of regularization is needed in order to attain consistency. In the case of AdaBoost this is achieved by stopping the boosting procedure early, whereas in the case of convex loss optimization, it is achieved by constraining the $L_1$ norm of the coefficient vector. These results reiterate, from this new perspective, the critical importance of regularization for building useful prediction models in high-dimensional space. This is also the theme of the remainder of our discussion.

Since the publication of the AdaBoost procedure by Freund and Schapire [6], there has been a flurry of papers seeking to answer the question: why does boosting work? Since AdaBoost has been generalized in different ways by different authors, the question might be better posed as: what are the aspects of boosting that are the key to its good performance?

2. Our view: boosting performs a high-dimensional Lasso. We would like to present our current view of boosting here. In recent years, a new paradigm has emerged in flexible function fitting. There are three ingredients:

- A large dictionary $D$ of basis functions for representing the function, typically as a linear expansion $f(x) = \sum_{h \in D} h(x) \beta_h$.
- A loss function $L(Y, f(X))$ appropriate for the problem, for example, for regression or classification.
- A regularizer $J(\beta)$ to control the size of the coefficients in the model.

One then fits the model by minimizing the sum over the data

$\sum_{i=1}^{N} L(y_i, f(x_i)) + \lambda J(\beta)$,

where $\lambda$ is a tuning parameter that controls the trade-off between average loss and penalty. If constructed appropriately, the resulting problem is convex and hence
can be solved by convex optimization methods. Support vector machines fall into this paradigm: they use an $L_2$ penalty, a piecewise-linear (“hinge”) loss function and a basis dictionary generated by a positive definite kernel. Although such bases can have infinite dimension, the “kernel trick” results in a finite representation and simplifies the optimization [12].

Boosting methods use adaptively constructed basis functions and a forward stagewise procedure to build the model. In [9] we showed that AdaBoost fits an additive model in its basis functions, using a particular exponential loss function. This framework led to alternative and potentially better forms of boosting, by allowing the use of other loss functions and improvements in the forward stagewise procedure ([9] and [7]).

In this work we noticed that slowing down the procedure through shrinkage—a kind of slow learning—always seemed to help. This led us to our current view of boosting. We think of the forward stagewise procedure as a numerical device for approximating a sequence of solutions to (1) when $J(\beta)$ is an $L_1$ penalty. The sequence is obtained by continuously relaxing the parameter $\lambda$. Chapter 10 of [10] has a discussion of this point. More recently, Efron, Hastie, Johnstone and Tibshirani [5] proved a result in the simplified framework of least squares regression. Given a centered outcome variable $Y = \{y_i\}_{i=1}^n$ and standardized predictors $X_j = \{x_{ij}\}_{i=1}^n$, $j = 1, 2, \ldots p$, consider the following forward-stagewise procedure for estimating the coefficients $\beta = \{\beta_j\}_{j=1}^p$:

1. Start with $\beta_j = 0$ for all $j$, and the residual $r = Y$.
2. Find the predictor $X_j$ most correlated with $r$, and increment its coefficient $\beta_j$ by some small amount $\varepsilon$ in the direction of this correlation,
   $$\beta_j \leftarrow \beta_j + \varepsilon \cdot \text{sign}(\text{corr}(r, X_j)),$$
   Adjust $r$ accordingly,
   $$r \leftarrow r - X_j \cdot \varepsilon \cdot \text{sign}(\text{corr}(r, X_j)).$$
3. Repeat step 2 many times.

We call this “incremental forward stagewise regression.” If this procedure is run for many steps, it eventually reaches the full least squares solution (modulo the granularity in $\varepsilon$). But more interestingly, we show in [5] that the resulting coefficient profiles approximate the solution to an $L_1$-constrained regression (“Lasso”) $\beta(\lambda) = \arg \min \sum_{i=1}^n (y_i - \sum_{j=1}^p x_{ij} \beta_j)^2 + \lambda \sum_{j=1}^p |\beta_j|$. That is, the profiles of the coefficients resulting from incremental forward stagewise regression look much like the lasso solutions $\beta(\lambda)$, as $\lambda$ is varied from $+\infty$ (maximum constraint) to 0 (no constraint). Figure 1 shows an example, taken from [10].

What does this have to do with boosting? Take as basis functions the set of all possible regression trees that can be grown from the given features. Suppose we want to compute the lasso path of solutions. This cannot be done directly since the number of trees is so large. Instead, take the incremental forward stagewise
FIG. 1. Profiles of estimated coefficients from linear regression, for the prostate data studied in Chapter 3 of [10]. The left panel shows the results from the Lasso, for different values of the bound parameter \( t = \sum_j |\beta_j| \). The right panel shows the results of the incremental forward stagewise linear regression algorithm, using \( M = 250 \) consecutive steps of size \( \varepsilon = 0.01 \).

regression and replace the predictors \( X_j \) with basis functions that are the set of all possible regression trees that can be grown from the given features. The least squares boosting procedure of Friedman [7] looks like the following:

1. Start with \( F(x) = 0 \) and the residual \( r = Y \).
2. Fit a tree \( f(x) \) to the outcome \( r \), increment \( F(x) \) with a shrunken version of \( f(x) \),
\[
F(x) \leftarrow F(x) + \varepsilon f(x),
\]
and update \( r \),
\[
r \leftarrow r - \varepsilon f(x).
\]
3. Repeat step 2 many times.

Now in step 2 when we fit a tree to \( r \), we are approximately finding the tree (among all possible trees) that is most correlated with \( r \). Hence least squares boosting can be viewed as a numerically savvy way of carrying out incremental forward stagewise regression on the space of regression trees. The latter, in turn, is an approximate way of computing the lasso path in this space.
For simplicity, our discussion has focussed on least-squares boosting. It also applies to other forms of boosting that use different loss functions [8], for example, AdaBoost, which is based on exponential loss [11].

3. The “bet on sparsity” principle. Now for any of this to be of practical importance, there must be an inherent reason (other than the ease of implementation) to prefer an $L_1$ penalty, to say an $L_2$ penalty, for these kinds of problems. Suppose we have 10K data points and our model is a linear combination of a million trees. Suppose also that the true population coefficients of these trees arose from a Gaussian distribution. Then we know that in a Bayesian sense the best predictor would be a ridge regression; that is, we should use an $L_2$ rather than an $L_1$ penalty when fitting the coefficients. On the other hand, if there are only a small number (e.g., 1000) of nonzero true coefficients, the Lasso ($L_1$ penalty) will work better. We think of this as a sparse scenario, while the first case (Gaussian coefficients) as dense. Note however that in the dense scenario, although the $L_2$ penalty is best, neither method does very well since there is too little data from which to estimate such a large number of nonzero coefficients. This is the curse of dimensionality taking its toll. In a sparse setting, we can potentially do well with the $L_1$ penalty, since the number of nonzero coefficients is small. The $L_2$ penalty fails again.

In other words, use of the $L_1$ penalty follows what we call the bet on sparsity principle for high-dimensional problems:

Use a procedure that does well in sparse problems, since no procedure does well in dense problems.

These comments need the following moderation:

- For any given application, the degree of sparseness/denseness depends on the unknown true target function and the chosen dictionary $D$.
- The notion of sparse vs. dense is relative to the size of the training data set and/or the signal-to-noise ratio (SNR). Larger training sets allow us to estimate coefficients with smaller standard errors. Likewise in situations with large SNR, we can identify more nonzero coefficients with a given sample size than in situations where the SNR is smaller.
- The size of the dictionary plays a role as well. Increasing the size of the dictionary may lead to a sparser representation for our function, but the search problem becomes more difficult.

Figure 2 illustrates these points in the context of linear regression. The details are given in the caption. Note that we are not using the training data to select $\lambda$, but rather are reporting the best possible behavior for each method in the different scenarios. The $L_2$ penalty performs poorly everywhere. The Lasso performs reasonably well in the only two situations where it can (sparse coefficients). As expected the performance gets worse as the SNR decreases and as the model becomes denser.
FIG. 2. Simulations that show the superiority of the $L_1$ (Lasso) penalty over $L_2$ (Ridge) in regression. Each run has 50 observations with 300 independent Gaussian predictors. In the top row all 300 coefficients are nonzero, generated from a Gaussian distribution. In the middle row, only 10 are nonzero generated from a Gaussian, and the last row has 30 nonzero. In each case the coefficients are scaled so that the signal variance $\text{var}(X^T \beta)$ is 1. The noise variance varies from 0.1 to 0.5 (noise to signal ratio). Lasso is used in the left column, Ridge in the right. In both cases we used a series of 100 values of $\lambda$, and picked the value that minimized the theoretical test error. In the figures we report the percentage variance explained (in terms of mean squared error), displayed as boxplots over 20 realizations for each combination.
These empirical results are supported by a large body of theoretical results [1–4] that support the superiority of $L_1$ estimation in sparse settings.
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1. Boosting: numerical and statistical aspects. These three interesting papers explore (from somewhat different points of view) convergence properties of boosting methods of binary classification. It has become common to interpret these methods as minimization of empirical risk with an asymmetric loss function.